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Abstract

Social media mining is an emerging technique for analyzing data to extract valuable knowledge related to various domains. However, traditional text matching techniques, such as exact matching, are not always suitable for social media data, which can contain spelling mistakes, abbreviations, and variations in the use of words. Fuzzy matching is a text matching technique that can handle such variations and identify similarities between two texts, even if there are differences in spelling or phrasing. The gap in existing research is the limited use of fuzzy matching in social media mining for tourism recovery analysis. By applying fuzzy matching to social media data related to COVID-19 and tourism recovery, this research seeks to bridge this gap and extract valuable insights related to the impact of the pandemic on tourism recovery. We manually retrieved 19,462 Twitter records and differentiated the data sources using four diver parameters to indicate data related to the impact of COVID-19 on the tourism industry, such as the economy, restrictions, government policies, and vaccination. We conducted text mining analysis on the collected 7,352 words and identified 25 highly recommended words that indicated COVID-19 recovery from a tourism perspective. We separated the four words representing the tourism perspective and apply fuzzy matching as a dataset. We then used the inbound dataset on the fuzzy matching process, with the 7,352-word data collected from the text mining process.

The matching process resulted in 18 words representing COVID-19 recovery from a tourism perspective.
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I. Introduction

The COVID-19 pandemic has forced governments worldwide to restrict the movement of populations, bringing economic activity to a total standstill [1]. Governmental policies restricting mobility, such as bans, lockdowns, and social distancing, have obstructed the tourism industry [2]. According to the United Nations World Tourism Organization, global international tourist arrivals have fallen by 74%, resulting in a loss of international tourism receipts of about US$1.3 trillion [3]. While social media is a leading source of instant data representing human expression, the methods for analyzing data retrieved from social media about COVID-19 recovery from a tourism perspective are limited.

The primary objectives of this study were (i) to extract knowledge about COVID-19 recovery from a tourism perspective, as reported on social media, and (ii) to design a text mining and fuzzy matching approach for collecting data on this topic. Twitter was used as the social media platform for data collection due to its availability to the public and ease of collecting massive amounts of data as a dataset [4].

This study mined tweets using four different parameters related to COVID-19 recovery from the tourism perspective. The parameters were a vaccine, travel, restriction, and work. Text mining was used to analyze the collected dataset. This method has been previously used to investigate diseases...
and chemicals related to COVID-19 [5], the impact of the COVID-19 pandemic on business [6], and public attention about COVID-19 on social media [7].

The contribution of this research is to provide a better understanding of how COVID-19 recovery impacts the tourism industry and to demonstrate the potential of text mining and fuzzy matching techniques in extracting insights from social media data. The research also presents a methodology for data cleaning, tokenization, filtering, and n-gram generation that can be applied to other social media mining studies. Additionally, the fuzzy matching process presented in this research can help identify similar words and phrases that may not have been captured in single-word data collection, thereby providing a more comprehensive understanding of the studied topic. Overall, the research aims to contribute to the knowledge of COVID-19 recovery in the tourism industry and provide a practical methodology for extracting insights from social media data.

II. Method

A. Data Collecting

The primary goal of this study was to retrieve data from Twitter to create a dataset related to COVID-19 recovery from a tourism perspective. The study used a keyword-based approach to retrieve data from Twitter based on parameters related to the tourism perspective, such as a vaccine, travel, restriction, and work. Data were retrieved from Twitter for all parameters, resulting in 19,462 records. Data retrieval for each parameter was limited to a maximum of 5,000 records to optimize the performance of the text-mining analysis process. The details of the data retrieved at the beginning of 2021 for each parameter are presented in Table 1.

After retrieving the data, the collected data from each parameter were combined into one dataset. Before conducting text mining analysis, the dataset was cleaned using several methods to produce a dataset related to the COVID-19 recovery in the tourism industry. Removing HTML links from the dataset records was a part of the dataset cleansing process. It was essential to remove duplicate records to prevent redundant data in the dataset. At the end of the dataset-cleaning process, there were approximately 7,352 records.

<table>
<thead>
<tr>
<th>Parameter Name</th>
<th>Number Data Retrieve on Twitter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vaccine</td>
<td>4607 record</td>
</tr>
<tr>
<td>Work</td>
<td>5000 record</td>
</tr>
<tr>
<td>Restriction</td>
<td>4.877 record</td>
</tr>
<tr>
<td>Tourism</td>
<td>4.978 record</td>
</tr>
</tbody>
</table>

Table 1 Data parameter on Twitter

B. Social Media Text Mining

In this study, social media text mining refers to text mining on datasets retrieved from social media. Twitter was chosen as the social media platform to be used as a data source due to its public availability and ease of collecting massive amounts of data as a dataset. Text mining is generally used on social media to identify public perception [8], mine information [9], or investigate problems on social media [10].

Several text mining processes were applied to extract knowledge from the data retrieved on Twitter, such as tokenization, case transformation, stop word filtering, token filtering, and generating n-grams. The tokenization process divides the text into specific parts or tokens, transforming all characters into lower cases. The stop word filtering process selects important words using a stop list algorithm. N-gram items can sequence contiguous items, which group items within a sequence of text most frequently extracted from text or speech corpora. N-Gram can generate patterns of word occurrences related to COVID-19, which helps classify tweets as positive or negative for COVID-19 [11].
C. Fuzzy Matching

In the mining process, fuzzy logic is generally used to enrich and treat uncertainty [12], setting association rules mining for generating classifiers [13] and bridging the gap between the ambiguities of different understandings [14]. The fuzzy matching approach was slightly better than the weighted approach [15]. Fuzzy logic is also a promising approach that can significantly improve accuracy [16]. Fuzzy matching matches entities with entities contained in the provided entity dictionary. The study shows that the proposed method results in an entity recognition accuracy of 86.69% and an entity disambiguation accuracy of 88.69% [17]. Fuzzy matching can help improve large-scale data integration efficiently and accurately [18]. Fuzzy string matching algorithms are applied in various applications, including information retrieval, data cleaning, and natural language processing. Fuzzy string matching techniques include Levenshtein distance, Jaro-Winkler distance, and n-grams [19]. Fuzzy string matching also can be a valuable tool in automating the assessment of listener transcripts in speech intelligibility studies, reducing the time and effort required for manual assessment and improving the accuracy of the assessment process [20].

Based on the description above, this research uses fuzzy matching using the Jaccard Similarity approach to improve data quality and increase the accuracy of information extraction. The steps of fuzzy matching using Jaccard similarity are:

1. Tokenization: Convert the text into tokens (words and phrases).
2. Preprocessing: Apply various preprocessing techniques such as removing stopwords, converting text to lowercase, and removing special characters.
3. Creating n-grams: Create n-grams (a sequence of n tokens) from the tokens.
4. Calculating Jaccard similarity: Calculate the Jaccard similarity between the n-grams of two strings. The Jaccard similarity is the size of the intersection divided by the size of the union of two sets.
5. Fuzzy matching: Compare the Jaccard similarity scores between the n-grams of two strings and determine if they match based on a predefined threshold.

The sample dataset for matching was limited to 25 records of data, and during the matching process, only 10 similar data were allowed to be matched for each sample dataset.

III. Result and Discussion

The social media text mining process with fuzzy matching involves four main steps: retrieving data from the data source, text mining, creating a dataset sample for fuzzy matching, and performing the fuzzy matching process. The raw data source is in an Excel format, combining data from four different parameters related to COVID-19 and tourism perspectives. The data source is cleaned and transformed into a usable dataset for the data retrieval process. Before the text mining process, the dataset is converted from nominal to text. Text mining involves several steps: tokenization, case transformation, stop word filtering, token filtering, and n-gram generation. The output of the text mining process is then used to create a dataset sample for fuzzy matching. Simple algorithms such as data sorting, attribute selection, example filtering with range, and example filtering are used to collect dataset samples for fuzzy matching. These sample datasets are related to parameters based on COVID-19 recovery and tourism perspectives. The dataset samples for matching are limited to 25 records, and the number of matches is limited to 10 similar data for each dataset sample. The primary process is illustrated in Figure 1.

The dataset sample for fuzzy matching is compared with the dataset from the text mining process using fuzzy matching. The Jaccard similarity threshold is the minimum similarity value between two tokens to be considered a match. A threshold of 0.6 means that strings with a Jaccard similarity of at least 0.6 will be considered a match. Here is a pseudocode for the fuzzy matching process.

```python
#fuzzy matching using Jaccard similarity:
Input:
- String s1
- String s2
- Integer k (the size of the k-grams)
```
Output:
- Jaccard similarity score (a value between 0 and 1)

Algorithm:
1. Create sets of k-grams for both s1 and s2
   - Split s1 into k-grams and store them in set A
   - Split s2 into k-grams and store them in set B
2. Calculate the intersection of A and B (i.e., the number of k-grams that appear in both sets)
3. Calculate the union of A and B (i.e., the number of k-grams that appear in either set)
4. Calculate the Jaccard similarity score as the ratio of the intersection to the union:
   \[ J(A,B) = \frac{|A \cap B|}{|A \cup B|} \]
5. Return the Jaccard similarity score

In this pseudocode, \(|A|\) and \(|B|\) denotes the size of sets A and B, respectively. The k parameter determines the size of the k-grams, which are contiguous sequences of k characters from the input strings. The Jaccard similarity score is between 0 and 1, where 1 indicates a perfect match between the two strings, and 0 indicates no similarity.

Before cleaning the data source, it consisted of 19,462 records, but after the cleaning process, it was reduced to 7,352 records. Various techniques were used to clean the data source, including removing HTML links, removing Twitter tags, removing words similar to COVID-19, and eliminating duplicate data records. The text mining process extracted 10,173 words with varying frequency levels from the data source.

Several processes involve tokenization, case transformation, stop word filtering, token filtering, and generating n-grams to extract knowledge from Twitter data using text mining. The first step, tokenization, is dividing a text into specific parts or tokens. The next step is case transformation, where all characters are transformed into lowercase. In token filtering, additional rules are added, such as a minimum of 4 characters and a maximum of 25 characters. N-grams are used to sequence contiguous items. Persistent words are extracted using a word extraction process to analyze the data. The resulting data is shown in Figure 2.
Figure 2 shows that the most frequent words are "travel", "vaccine", "Shanghai", "restrictions", "month", "pandemic", "people", "China", and "health". These words are then collected into a dataset sample for fuzzy matching. Additional rules were added to the fuzzy matching process, such as a maximum of 10-word results for each sample dataset and a minimum similarity value of 50. The results of the fuzzy matching process are shown in Table 2.

Table 2. Result of Fuzzy Matching

<table>
<thead>
<tr>
<th>Sample Dataset</th>
<th>Word Similarity</th>
<th>Similarity</th>
<th>Sample Dataset</th>
<th>Word Similarity</th>
<th>Similarity</th>
</tr>
</thead>
<tbody>
<tr>
<td>travel</td>
<td>take</td>
<td>60.0</td>
<td>restrictions</td>
<td>travel_restrictions</td>
<td>100.0</td>
</tr>
<tr>
<td>travel</td>
<td>state</td>
<td>55.0</td>
<td>month</td>
<td>months</td>
<td>91.0</td>
</tr>
<tr>
<td>travel</td>
<td>travel_restrictions</td>
<td>100.0</td>
<td>month</td>
<td>ending_month</td>
<td>100.0</td>
</tr>
<tr>
<td>travel</td>
<td>travellers</td>
<td>75.0</td>
<td>month</td>
<td>month_lockdown</td>
<td>100.0</td>
</tr>
<tr>
<td>vaccine</td>
<td>chinese</td>
<td>57.0</td>
<td>month</td>
<td>north</td>
<td>60.0</td>
</tr>
<tr>
<td>vaccine</td>
<td>vaccines</td>
<td>93.0</td>
<td>people</td>
<td>reopening</td>
<td>53.0</td>
</tr>
<tr>
<td>vaccine</td>
<td>vaccinated</td>
<td>82.0</td>
<td>china</td>
<td>vaccinated</td>
<td>53.0</td>
</tr>
<tr>
<td>vaccine</td>
<td>vaccination</td>
<td>67.0</td>
<td>china</td>
<td>coming</td>
<td>55.0</td>
</tr>
<tr>
<td>vaccine</td>
<td>airlines</td>
<td>53.0</td>
<td>china</td>
<td>chinese</td>
<td>67.0</td>
</tr>
<tr>
<td>restrictions</td>
<td>authorities</td>
<td>52.0</td>
<td>china</td>
<td>children</td>
<td>62.0</td>
</tr>
<tr>
<td>restrictions</td>
<td>getting</td>
<td>53.0</td>
<td>china</td>
<td>china_largest</td>
<td>100.0</td>
</tr>
<tr>
<td>restrictions</td>
<td>residents</td>
<td>57.0</td>
<td>china</td>
<td>canada</td>
<td>55.0</td>
</tr>
<tr>
<td>restrictions</td>
<td>return</td>
<td>56.0</td>
<td>china</td>
<td>india</td>
<td>60.0</td>
</tr>
<tr>
<td>restrictions</td>
<td>testing</td>
<td>53.0</td>
<td>health</td>
<td>deaths</td>
<td>67.0</td>
</tr>
</tbody>
</table>

The data from Table 2 is visually represented in a word cloud, where words with greater prominence appear more frequently. The words with a similarity value greater than 75 are travel_restrictions, china_largest, ending_month, month_lockdown, vaccines, vaccinated, month, and travelers. Among these, travel_restrictions appears twice with a similarity of 100. When visualized as a word cloud, the data is shown in Figure 3.

Table 3 shows the data comparison result without fuzzy matching and with the fuzzy matching process. Without fuzzy matching, the process only has to collect single-word data, and with fuzzy matching, the process can be explored more deeply. The process data, with fuzzy matching, appears more than single-word data result such as travel restriction, month lockdown, and ending months. Fuzzy matching can appear similarity words on highly frequent appears, such as on travel word, this process shows the similarity words travelers and travel restriction, on vaccine word this process shows the similarity words: vaccines, vaccinated, and vaccination.
Fig. 3. Word cloud of text mining with fuzzy matching

Table 3. Text mining with or without fuzzy matching

<table>
<thead>
<tr>
<th>Without Fuzzy Matching</th>
<th>With Fuzzy Matching</th>
</tr>
</thead>
<tbody>
<tr>
<td>travel</td>
<td>travel_restriction</td>
</tr>
<tr>
<td>vaccine</td>
<td>travelers</td>
</tr>
<tr>
<td>restrictions</td>
<td>authorities</td>
</tr>
<tr>
<td>month</td>
<td>month_lockdown</td>
</tr>
<tr>
<td>month_lockdown</td>
<td>reopening</td>
</tr>
<tr>
<td>vaccinated</td>
<td>getting</td>
</tr>
<tr>
<td>getting</td>
<td>ending_months</td>
</tr>
<tr>
<td>resident</td>
<td>resident</td>
</tr>
<tr>
<td>airlines</td>
<td>testing</td>
</tr>
<tr>
<td>testing</td>
<td></td>
</tr>
</tbody>
</table>

Table 3 compares the results obtained without the fuzzy matching process and those obtained using it. Only single-word data was collected when the fuzzy matching process was not used. However, a deeper data exploration was made possible by utilizing fuzzy matching. The fuzzy matching process revealed more than just single-word data, including insights on travel restrictions, month-long lockdowns, and ending months. Fuzzy matching also identified similar words that frequently appeared. For example, the word "travel" is similar to the words "travelers" and "travel restriction," while "vaccine" is similar to "vaccines", "vaccinated", and "vaccination".

IV. Conclusion

The study highlights the importance of analyzing social media data to gain insights into the impact of the pandemic on the tourism industry. The study uses text mining and fuzzy matching techniques to extract relevant data from Twitter and analyze it. The results show that the recovery of the tourism industry is a topic of discussion on Twitter and that certain words are frequently mentioned in this context, such as travel restrictions, vaccines, and lockdowns. This study contributes to the growing literature on social media mining and its applications in the tourism industry. It provides insights that can be useful for policymakers and businesses to make informed decisions regarding the recovery of the tourism industry in the context of the ongoing pandemic. The study can be extended to other social media platforms, such as Instagram or Facebook, to gain a more comprehensive understanding of how COVID-19 recovery is affecting the tourism industry. The use of more advanced natural languages processing techniques, such as sentiment analysis or topic modeling, can provide more nuanced insights into the attitudes and opinions of social media users toward COVID-19 recovery in the tourism industry.
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