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ABSTRACT

The rapidly expanding size of data makes it difficult to extract and store it as computerized knowledge. Relation extraction and term extraction play a crucial role in resolving this issue. Automatically finding a concealed relationship between terms that appear in the text can help people build computer-based knowledge more quickly. Term extraction is required as one of the components because identifying terms that play a significant role in the text is the essential step before determining their relationship. We propose an end-to-end system capable of extracting terms from text to address this Indonesian language issue. Our method combines two multilayer perceptron neural networks to perform Part-of-Speech (PoS) labeling and Noun Phrase Chunking. Our models were trained as a joint model to solve this problem. Our proposed method, with an f-score of 86.80%, can be considered a state-of-the-art algorithm for performing term extraction in the Indonesian Language using noun phrase chunking.

This is an open-access article under the CC BY-SA license (https://creativecommons.org/licenses/by-sa/4.0/).

1. Introduction

The rapid growth of Internet data, mainly text documents, has created a significant opportunity to acquire and store information as computer-based knowledge in our systems. The Internet plays a significant function in human life today. Daily, all information is obtained from the Internet using a computer or mobile device. A portion of knowledge representation is designed to represent data from domain-specific topics. A popular representation of storing information as computer-based knowledge is ontology. Ontology employs a concept and every relationship between concepts to represent knowledge. This computer-based knowledge can be utilized in various Natural Language Processing-related studies, including Question Answering and Dialogue Systems.

The task of term and relation extraction is one approach to addressing this opportunity for ontology development. Ontology has been used in query answering in [1], chatbots in [2], and many other Natural Language Processing topics research areas. Most ontology construction or building is conducted manually, as mentioned [3], and research in [4] describes the costly nature of the ontology building or construction process. Several numerous studies, [3][3][6], are conducted to automate the ontology building or construction process in response to these motivations.

Term extraction is the process of identifying essential terms within a document. Relation extraction is identifying semantic relationships between terms that appear in documents. Several methods have been developed for relation extraction in specific domains, such as the newswire domain in [7] and the biomedical domain in [8]. Most of the research has focused on the relation extraction domain. Meanwhile, our research focuses on the term extraction domain using Phrase Extraction, especially Noun Phrases. Numerous machine learning algorithms are currently employed for phrase extraction from documents. Ramshaw et al. [9] pioneered the noun phrase extraction technique. Maximum Entropy [10], SVM [11], and Memory-Based [12] are just a few of the
methods that have been used to extract English Phrases. In addition, some research has been conducted on extracting phrases from other languages, such as Indonesian [13] and Chinese [14].

We attempt to propose a machine learning model as Noun Phrase Chunking for the Indonesian Language based on the Machine Learning previous results. In recent years, joint models have become the algorithm used in many works. Several techniques for extracting the named entity and relation, such as the research in [16], are implemented using the joint model. With the increasing use of joint models as an algorithm in specific tasks, we also proposed combining two neural network models to extract noun phrases from documents.

Our model also incorporates the neural language model as an input representation. Numerous neural language models have been created, including Word2Vec [17] and GLOVE [18]. In addition, several current technological approaches use the neural language model as an input for their system, such as for named entity recognition [19], sentiment classification [20], and end-to-end relation extraction [16]. We will use the word2vec model as our representation because it is one of the most frequently used neural language models in Natural Language Processing research.

Using the joint model as our machine learning model and word2vec as our features, we believe our proposed method has become a novel method for Indonesian Language Noun Phrase Chunking. We advance our previous preliminary research by conducting these models and achieving a superior outcome. We are concentrating our research on term extraction because we believe term extractions play a significant role in this field of study. Numerous relation extraction tasks, such as [21] and [16], include the term extraction process in their procedures. Our research utilizes noun phrase chunking to extract the term because, as defined by Chen in [22], the entity or term in a document is typically described by noun phrases.

Research on noun phrase chunking in Indonesian has been conducted previously [23] and also in our preliminary research [13]. Extending our previous research, we develop an end-to-end system that autonomously extracts noun phrases using two jointly trained multilayer perceptrons. Furthermore, our proposed system integrates the pos tagging into the system as a joint model, as opposed to the conventional approach, which uses the pos tagging as a preprocessing step before the primary process. Details of our works can be explained in several sections. Section 2 will describe our proposed methodology. Section 3 will discuss our experiment scenario and result. Finally, section 5 will discuss our conclusion.

II. Method

This section will discuss the proposed methodology that is used in this study. There are two parts to this section. The first part will discuss the noun phrase in the Indonesian Language. The second part will discuss the Neural Network Multi-Task Models for Noun Phrase Chunking Models. The details of the architecture systems will be shown in Figure 1.

The process will be divided into three parts, first is about the data annotation. The second part is for the model training, and the third part will do the testing phase with some evaluation according to the previous state-of-the-art research. The data annotation process will divide these data into two parts. The first part containing 70% of the data, will be used as a training corpus. The second part of the data containing 30%, will be used for testing the corpus. Several preprocessing tasks are applied to each corpus before the feature extraction process in the training and testing phases.

Tokenization in this task is used to identify each token from sentence extraction results. This process is done by using some regular expressions. Sentence Extraction will be used in this preprocessing task to separate each sentence from the news paragraph. In this research, the sentence extraction process uses a rule created from the Indonesian Language sentence characteristic process. The training process will take the training corpora or dataset to the joint model in the Neural Networks. This process will produce models that will be tested in the testing phase using the testing dataset. Finally, we evaluate the model with the standard evaluation metrics used in the ConLL2000.
A. Noun Phrase in the Indonesian Language

Phrases are a collection of words consisting of one word or a combination of two or more words that create a new meaning. A noun phrase is a phrase with a noun as the headword. Indonesian language noun phrase has the same function as English noun phrase.

Noun phrases usually describe a subject or object in a sentence. The difference between English phrases and Indonesian phrase is in grammatical structure according to each language structure. Several examples of Indonesian phrases can be seen in Table 1.

Table 1. Indonesian noun phrases example

<table>
<thead>
<tr>
<th>No.</th>
<th>Indonesian Sentence</th>
<th>English Sentence</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>[Saya] memakan [Nasi Padang]</td>
<td>[I] eat [Nasi Padang]</td>
</tr>
<tr>
<td>2.</td>
<td>[Kompas] digunakan untuk menentukan [arah mata angin]</td>
<td>[Compass] is used for determining the [point of compass]</td>
</tr>
<tr>
<td>3.</td>
<td>[Surabaya] adalah ibu kota provinsi [Jawa Timur]</td>
<td>[Surabaya] is a [East Java] Province capital</td>
</tr>
<tr>
<td>4.</td>
<td>[Jakarta] adalah ibu kota [Indonesia]</td>
<td>[Jakarta] is the capital of [Indonesia]</td>
</tr>
<tr>
<td>5.</td>
<td>[Apel] dimakan oleh [Andi]</td>
<td>[Apple] was eaten by [Andi]</td>
</tr>
</tbody>
</table>

We present our dataset in sequential classifier problems. We take each noun phrase's representation into IOB Tagset proposed in [24]. The illustration for IOB Tagging used in this research can be seen in Figure 2. The IOB tag set that we use consists of 3 parts that describe as follows: B-NP denotes the first word of a Noun Phrase, I-NP denotes a non-initial word in a Noun Phrase, and VBT O denotes a word outside of a Noun Phrase.

Fig. 2. Dataset and annotation example

```
[NP Kota Surabaya] mengadakan ......
Kota NN B-NP
Surabaya NNP I-NP
mengadakan VBT O
```
The example in Figure 2 consists of three words and one noun phrase. Each word will be labeled each PoS Tagset according to the corresponding part of speech of each word in the sentences. In addition, each word in the phrase will be labeled with the IOB Tag set discussed before. This label is used as an output by the models to identify each noun phrase in this study.

B. Noun Phrases Chunker Model

The model consists of two neural networks. We use a neural language model to represent our word input to the models. Mikolov proposes the neural language model used as a word embedding [17]. Word2Vec model consists of two models, i.e., Skip Gram and CBOW. We use the Skip Gram model because [25] shows that the result from Skip Gram with the negative sampling optimization gives a better result than the CBOW methods.

Our word embedding layer trained the Word2Vec using Indonesian Wikipedia Corpus with a default parameter from Word2Vec with a dimension size of 200. To represent the Part-of-Speech (PoS) in the second neural network embedding Layer, we did not use the pre-trained embedding, but it will be trained together with the model during the learning process. Details of our model illustration can be seen in Figure 3.

![Fig. 3. Neural network architecture example](image)

The output of these models consists of two parts: the part of speech and the phrase labels. For our phrase label representation, we will use 3 type target classes from IOB Tagging for representing the phrase as mentioned in the previous discussion. In addition, we use the Indonesian Language part-of-speech tagset proposed in [26]. We divide our proposed methods into two parts, the first is the pos tagging, and the second one is the noun phrase extraction. Both tasks were trained together as joint multi-task neural network models.

The first part of this model is Part-of Speech Neural Networks. We use this model as a PoS tagging. The feature of our models was using a contextual window with a window size of 2, like in [13]. The feature taken as an input in this model is using the word2vec representation of each word. We concatenate each vector into a large vector before passing it through the systems. Input representation can be seen as in (1).
\[ X = [w_{i-2}, w_{i-1}, w_i, w_{i+1}, w_{i+2}] \]  

where \( X \) defines the input of the neural networks used in the PoS Tagging model. \( w_e \) defines the word embedding lookup from the Word2Vec models for each word input to the neural network. The models take an input of \( X \) with a vector size \((2 \times \text{window size} + 1) \times \text{word vector dimension}\). The mathematical model of our PoS Tagging models describes as follows in (2) and (3).

\[
h(x)_{\text{pos}} = \tanh(W_{h}^{\text{pos}}X + b_{h}^{\text{pos}}) \tag{2}
\]

\[
y_{\text{pos}} = \text{softmax}(W_{\text{out}}^{\text{pos}} \ast h(x)_{\text{pos}} + b_{\text{out}}^{\text{pos}}) \tag{3}
\]

\( x \) is an input of Word Embedding with Contextual Features. Variable \( h(x)_{\text{pos}} \) It is output from the hidden layer activation function. This activation layer uses the tanh function. \( W_{h}^{\text{pos}} \) define the weight of the hidden layer from the PoS Tagging model. Variable \( b_{h}^{\text{pos}} \) defines bias from a hidden layer in the PoS Tagging model. Meanwhile the \( W_{\text{out}}^{\text{pos}} \) defines the weight of the output layer of the PoS Tagging model and the \( b_{\text{out}}^{\text{pos}} \) defines the bias from the output layer in the PoS Tagging model. Output from this layer will pass through a pos embedding Layer in the Noun Phrase Neural Networks and concatenate it with the word embedding of each word as an input to the Noun Phrase Neural Networks. The mathematical models of how each word represents an input in the Noun Phrase Neural Networks are defined as (4) and (5).

\[
X_i^{\text{NP}} = [w_{ei}, P_{ei}] \tag{4}
\]

\[
X_{\text{NP}} = [X_{i-2}^{\text{NP}}, X_{i-1}^{\text{NP}}, X_i^{\text{NP}}, X_{i+1}^{\text{NP}}, X_{i+2}^{\text{NP}}] \tag{5}
\]

The Noun Phrase Neural Network is a second model to predict the correct phrase labels. The input of this model uses a concatenation between word embedding and PoS embedding. This PoS-embedding Layer will generate a new vector with some specific dimensions of \( d_{\text{pos}} \). The dimension size for PoS Embedding in this study is set to 15. We combine all the word embedding vectors in the contextual feature windows with the pos embedding vector as an input in this Layer defined in Eq. (5). The Noun Phrase Neural Networks consist of three layers input layer, a hidden Layer, and an output layer. We will have a \( X_{\text{NP}} \) As an input to the input layer in the model. This input will have a vector with a length of \( d_{\text{NP}} \) That can be computed as in (6).

\[
d_{\text{NP}} = (2 \times \text{window size} + 1) \times \text{word embedding vector dimension + pos embedding vector dimension} \tag{6}
\]

The hidden model for the Noun Phrase Neural Network used a TanH activation function, and the output layer used a softmax function to get the correct phrase label in this study. Therefore, the model of our Noun Phrase Neural Networks can be computed as in (7) and (8).

\[
h(x)_{\text{NP}} = \tanh(W_{h}^{\text{NP}}X_{\text{NP}} + b_{h}^{\text{NP}}) \tag{7}
\]

\[
y_{\text{NP}} = \text{softmax}(W_{\text{out}}^{\text{NP}} \ast h(x)_{\text{NP}} + b_{\text{out}}^{\text{NP}}) \tag{8}
\]

The variable \( X_{\text{NP}} \) defines the input of our models taken from Eq. (5), consisting of Word Embedding and PoS Embedding were concatenated together. The \( h(x)_{\text{NP}} \) is the hidden Layer of Noun Phrase Neural Networks with the activation function of TanH. \( W_{h}^{\text{NP}}X_{\text{NP}} \) is the weight of the hidden Layer and the \( b_{h}^{\text{NP}} \) is the bias from the hidden Layer. The output layer was defined in the variable \( y_{\text{NP}} \) The SoftMax functions help normalize the output and give the highest probability of the correct output. The \( W_{\text{out}}^{\text{NP}} \) defines the weight from the output layer and \( b_{\text{out}}^{\text{NP}} \) defines the bias for the output layer.
We train both models using the Adam optimizer with a cross-entropy cost function for both joined and trained models. We also use some optimization, such as dropout, introduced in [27] before outputting the hidden Layer pass to the output layer for both models. The dropout probability that is used is 0.5. The cost function that we used to train these models can be seen as in (9), (10), and (11).

\[ J_{pos} = -\sum \log (t_{pos} \log (y_{pos})) \]  

(9)

\[ J_{NP} = -\sum \log (t_{NP} \log (y_{NP})) \]  

(10)

\[ J = J_{pos} + J_{NP} \]  

(11)

variables \( t_{pos} \) and \( t_{NP} \) define the one hot vector representation of the correct answer of PoS and phrase label. Variables \( y_{pos} \) and \( y_{NP} \) are the result of the output layer from PoS and noun phrase models. We use this cost function \( J \) from (11) with the Adam optimizer to train the joint models.

### III. Results and Discussion

We try used data from Indonesia’s online News Website taken from [13] as previous research. These data include news from Detik, Vivanews, Surya, and Kompas. We crawled this dataset and manually annotated this dataset using two annotators. Statistics of these data can be seen in Table 2

<table>
<thead>
<tr>
<th>No.</th>
<th>Corpus Dataset</th>
<th>Total News</th>
<th>Total Tokens</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>Detik Training</td>
<td>208</td>
<td>57374</td>
</tr>
<tr>
<td></td>
<td>Detik Testing</td>
<td>104</td>
<td>26081</td>
</tr>
<tr>
<td>2.</td>
<td>Kompas Training</td>
<td>191</td>
<td>51322</td>
</tr>
<tr>
<td></td>
<td>Kompas Testing</td>
<td>83</td>
<td>25489</td>
</tr>
<tr>
<td>3.</td>
<td>Surya Training</td>
<td>211</td>
<td>50244</td>
</tr>
<tr>
<td></td>
<td>Surya Testing</td>
<td>91</td>
<td>22123</td>
</tr>
<tr>
<td>4.</td>
<td>Vivanews Training</td>
<td>152</td>
<td>66991</td>
</tr>
<tr>
<td></td>
<td>Vivanews Testing</td>
<td>66</td>
<td>21131</td>
</tr>
</tbody>
</table>

To measure how good the model we conducted several experiments. For each dataset, we try several experiments and measure using CoNLL 2000 scoring system using F1-Score to show how robust our proposed system is. The F1-Score used in this study can be calculated as in (12), (13), and (14).

\[ \text{Precision} = \frac{\text{number of correct chunk given by system}}{\text{total number of chunk given by system}} \]  

(12)

\[ \text{Recall} = \frac{\text{number of correct chunk given by system}}{\text{total number of actual chunk in text}} \]  

(13)

\[ F1 - \text{score} = \frac{2 \times \text{Recall} \times \text{Precision}}{\text{Precision} + \text{Recall}} \]  

(14)

The size of each hidden Layer that is was taken as half of the input size for each corpus. The first experiment was done to do the chunking task for each corpus. The second task was comparing the best performance the models can achieve with previous research from [13] using C4.5 and [11] SVM.

This section will describe our results. Our experiments are divided into two parts. The first part is experimenting with Indonesian Language Dataset that already describes before using our models. The second part compares our experiments with previous research [13]. The result of the first part can be seen in Table 3, and the second experiment can be seen in Table 4.
From Table 3, the first experiments show that the best performance is achieved by Detik corpora with the highest F1-Score, about 86.80%. The views corpora show the lowest performance with F1-Score, about 84.72%. We also evaluate the accuracy of PoS Tagger in this study as one of the outputs from our joint models. The model's highest accuracy was given by Kompas corpora which is 87.44%, and the lowest performance was taken from Vivanews, with a PoS Tagging accuracy of about 86.91%. The second experiments compare our model with the previous state-of-the-art models. The result of the second experiment can be seen in Table 4.

Table 4 shows that our models can improve our previous experiment using C4.5 [13]. However, the result of the state-of-the-art model in Phrase Chunking proposed in [11] shows a better performance with only differences of about 1.18%. Although our model has a lower F1-Score than the state-of-the-art model in [11], we have more advantages to eliminate the need for external tools for acquiring PoS features. For example, our end-to-end models can label the PoS automatically without using external preprocessing tools.

### IV. Conclusion

Our proposed methods show that they have an improvement from our preliminary result. Our methods can improve by about 2.17 from our previous research. However, if the model compares with the state-of-the-art model using SVM, our proposed model has a lower F1-Score with a difference of about 1.18%. Although our model has a lower F1-Score than the state-of-the-art models, it has more advantages in eliminating the need for external tools for acquiring PoS features. This research can be a new approach for Noun Phrases Extraction in the Indonesian Language. For further research, we will extend this model using transformer-based approaches and some large pre-trained models to help the noun extraction process. We also plan to integrate these models into the relation extraction system to detect a semantic relation between terms that extract using this system to construct computer knowledge based on ontology.
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