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Abstract 

In the current digital era, energy use undeniably supports economic growth, increases social welfare, and encourages technological 

progress. Energy-related information is often presented in complex time series data, such as energy consumption data per hour or 

in seasonal patterns. Deep learning models are used to analyze the data. The right choice of normalization method has great potential 

to improve the performance of deep learning models significantly. Deep learning models generally use several normalization 

methods, including min-max and z-score. In this research, the deep learning model chosen is Gated Recurrent Unit (GRU) because 

the computational load on GRU is lighter, so it doesn't require too much memory. In addition, the GRU data is easier to train, so 

that it can save training time. This research phase adopts the CRISP-DM methodology in data mining as a solution commonly used 

in business and research. This methodology involves six stages: Business Understanding, Data Understanding, Data Preparation, 

Modeling, Evaluation, and Deployment. In this research, the model was obtained using five attribute selection, which applied 2 

normalization methods: min-max and z-score. With this normalization, the GRU model produces the best MAPE of 3.9331%, 

RMSE of 0.9022, and R2 of 0.9022. However, when using z-score normalization, the model performance decreases with MAPE 

of 10.4332%, RMSE of 0.7602, and R2 of 0.4213. Overall, min-max normalization provides better performance in multivariate 

time series data analysis.     
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INTRODUCTION 

Energy development has become a crucial issue in the modern era, where energy needs continue to increase, and 

environmental impacts have become increasingly significant, requiring us to take smart steps in managing energy 

resources [1]. In this context, time series analysis using deep learning approaches has emerged as a tool with great 

potential for understanding energy use patterns, forecasting energy demand, and optimizing energy efficiency. 

However, there are several challenges in applying deep learning in energy time series analysis energy. 

Time series analysis is a quantitative forecasting method to determine past data patterns collected based on a time 

sequence called time series data [2]. The data consists of observations made at different points in time. Multivariate 

time series expands the data description to include multiple variables, allowing a more detailed understanding of the 

underlying relationships between different variables over time [3]. Observation of multivariate time series data 

contains many variables that change from time to time. 

Deep learning is one of the models used to analyze time series data. Deep learning can be interpreted as a technique 

in machine learning that directs a computer or machine system to work like a natural human, namely by studying 

situations with certain learning or programming [4]. Several models that can be used include Recurrent Neural 

Network (RNN) [5], Convolutional Neural Network (CNN) [6], Long Short-term Memory (LSTM) [7], Gated 

Recurrent Unit (GRU) [8], and Bidirectional LSTM (Bi-LSTM) [9]. 

Multivariate time series data, such as energy forecasting data, requires rearranging the scale so that the attributes 

have a more standardized or normal distribution of values in the data. Normalization is used to obtain data with a 

similar range of values. The normalization methods chosen are min-max and z-score. The normalization method is 

selected to achieve optimal performance in deep learning models. 

This research applies various attribute scenarios and normalization techniques to test their influence on GRU 

performance in time series forecasting [10]. The hope is that with normalization, GRU can provide better forecasting 

results with smaller evaluation errors. This research uses three general performance measurements, namely MAPE, 

RMSE, and R2, to measure GRU's performance in forecasting. 
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17 

Frontier Energy System and Power Engineering 
ISSN: 2720-9598  

Vol. 5, No. 1, January 2023, pp. 15-25 

http://dx.doi.org/10.17977/um049v5i1p%25p 

METHODS 

A. Normalization 

Data normalization allows several variables to have the same range of values, none too large or too small, making 

statistical analysis easier. Data normalization is an important preprocessing step in data mining and machine learning 

(ML) techniques. The main goal of data normalization is to eliminate data redundancy (repetition) and standardize 

information for better data workflow. Data normalization is used to scale data for an attribute so that it is in a smaller 

range, such as -1 to 1 or 0 to 1. Several data normalization methods exist, but this research uses the min-max and z-

score normalization methods. 

B. Deep Learning 

Deep learning is part of artificial intelligence and machine learning, which is a development of neural networks. 

Deep learning was first developed in 1950, but it was only in 1990 that Deep Learning could be applied successfully. 

In its application, the learning algorithm used is not much different from the 1990s [11]. Deep Learning itself has 

several algorithms that can be used, such as RNN, CNN, LSTM, GRU, and Bi-LSTM.GRU 

LSTM is a model that can handle vanishing gradient problems in RNN, but it is constrained by the many parameters 

used, so it requires a long training time. This problem can be handled using the GRU method, a variation of LSTM. 

GRU has a simpler structure than LSTM [12]. Processing in LSTM goes through 3 gates, namely the output gate, the 

forget gate, and the input gate, while in GRU, it goes through 2 gates, namely the update gate and the reset gate, as in 

Figure 1. 

The advantage of GRU is its simpler structure than LSTM because it uses fewer parameters. The computational 

load on GRU is lighter than LSTM, so it doesn't require too much memory. In addition, the GRU data is easier to 

train, so that it can save training time. Among these advantages, GRU still has some weaknesses. The weakness of 

GRU is that its performance is worse than that of LSTM in processing large time series data. In addition, GRU does 

not have memory cells, so it is less effective at remembering long-term and complex patterns. 

 

 
Figure 1. GRU Process Flow 

 

In the context of time series data, the GRU algorithm begins by preparing the data in an appropriate format. The 

GRU layer consists of one GRU unit, which has two gates: the reset gate and the update gate. This GRU unit can 

combine information from the past to the present and from the present to the future, enabling the understanding of 

temporal patterns in time series analysis. The process begins by streaming the data sequence to the GRU unit. Reset 

gates help regulate the extent to which information from the past should be ignored, while update gates regulate the 

extent to which information from the present should be integrated. After processing the data sequence, the 

representation of the results from the GRU unit becomes richer in understanding the time window. 

Furthermore, this representation is directed to the output layer, suitable for time series analysis modelling [13]. If 

the goal is prediction, the output layer may consist of a single neuron that produces predicted values for the next point 

in time. If the goal is time classification, the output layer will have several neurons according to the number of possible 

classes, where each neuron represents the probability of a particular class. 

In summary, the GRU algorithm in time series analysis utilizes a GRU unit with a reset gate and update gate to 

combine information from both time directions [14]. The resulting representation of these GRU units is used for 

purposes such as prediction or time classification, subject to an appropriate output layer structure.   
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RESEARCH METHODS 

This research uses the CRISP-DM (Cross Industry Standard Process for Data Mining) data mining methodology 

as a common problem solver for business and research. The CRISP-DM methodology consists of six stages: Business 

Understanding, Data Understanding, Data Preparation, Modeling, Evaluation, and Deployment. The methodological 

process in this study can be explained as follows and presented in Figure 2. 

 

 
Figure 2. Research Phase 

 

A. Business Understanding 

Business Understanding is the initial stage of assessing research needs and objectives [15]. Multivariate time series 

analysis using deep learning methods involves several important factors. One is the value scale in multivariate time 

series data, which can differ. This value scale mismatch can affect the optimal performance of deep learning models. 

A normalization process is needed to reset the value scale in the data. This research aims to find the best normalization 

method for the GRU method. This will be done by conducting a comparative analysis of the GRU evaluation results 

using two different normalization methods: Min-Max and Z-Score. 

B. Data Understanding 

Data understanding contains an understanding analysis of the collected data [16]. The dataset used in this study is 

sourced from the Kaggle site by downloading the .csv file. There are 29 attributes in the dataset and 35064 instances, 

which will be used for attribute selection to select features. The attribute used in this research is total load Table 1. 

TABLE 1 

DATASET ATTRIBUTE DETAILS 

Attribute Data type Description (min, max) 

Generation biomass Float (0, 592) 

Generation of fossil brown coal/lignite Float (0, 999) 

Generation of fossil coal/derived gas Float (0) 

Generation fossil gas Float (0, 20034) 

Generation fossil hard coal Float (0, 8359) 

Generation fossil oil Float (0, 449) 

Generation fossil oil shale Float (0) 

Generation fossil peat Float (0) 

Generation geothermal Float (0) 

Generation hydro-pumped storage aggregated. Float NaN 

Generation hydro-pumped storage consumption. Float (0, 4523) 

Generation hydro run-off river and poundage Float (0, 2000) 

Generation hydro water reservoir Float (0, 9728) 

Generation marine Float (0) 

Generation Nuclear Float (0, 7117) 

Generation other Float (0, 106) 

Generation other renewable Float (0, 119) 

Generation solar Float (0, 5792) 

Generation waste Float (0, 357) 

Generation wind offshore Float (0) 

Generation wind onshore Float (0, 17436) 

Forecast solar day. Float (0, 5836) 

Forecast wind offshore day ahead Float NaN 

Forecast wind onshore day ahead Float (0, 17430) 

Total load forecast Float (0, 41390) 

Total load actual Float (0, 41015) 

Price day ahead Float (0, 98.69) 

Price actual Float (0, 99.95) 

http://dx.doi.org/10.17977/um049v5i1p%25p
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C. Data Preparation 

The data preparation stage is carried out by three stages of data preprocessing so that the model can accept the data 

and the testing process runs more easily. In this study, the technique used is missing value handling. Missing values 

can cause problems in the case of machine learning and statistical models because the models can produce inaccurate 

results. This research handles missing values using deletion. The data used contains two columns containing NaN. 

The two columns will be deleted because they do not correlate with the target attribute. 

D. Modeling 

Modelling further explains the design of the research model used. The design of the research model is shown in 

Figure 3. 

 

 
Figure 3. Research Modeling Framework 

 

In this study, modelling uses two kinds of normalization in data preprocessing. Data normalization converts data 

at different scales into a uniform or comparable scale. By applying the normalization technique, each variable will 

have the same effect on model performance. In other words, no variable dominates because the value is too large. 

Min-max normalization transforms features or variables in the dataset to values between 0 and 1 [17]. This 

transformation process can be carried out on all features in the data so that the features have values from 0 to 1. The 

Min-max normalization calculation process is as in (1). 

 𝑥′ =
(𝑥 − 𝑥𝑚𝑖𝑛)

(𝑥𝑚𝑎𝑥 − 𝑥𝑚𝑖𝑛)
 (1) 

Z-score normalization, or standardization, is a technique where the attribute values are normalized based on the mean 

and standard deviation. Z-Score transforms data into values -1 to 1 [18]. The process of calculating the Z-score 

normalization is shown in (2). 

 𝑥′ =
𝑥 − 𝜇

𝜎
 (2) 
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Next is data testing to evaluate the performance of the previously trained model. The forecasting model used is GRU 

with a multivariate time series dataset [19]. Testing was carried out with two normalization methods and five different 

attribute selections. The activation function is tanh, and other parameters are determined through the grid search 

process. 

E. Evaluation 

Evaluation is done by evaluating the results of forecasting. The evaluation stage is carried out to determine the model's 

accuracy by calculating the error value. Mean Absolute Percentage Error (MAPE), Root Mean Square Error (RMSE), 

and Coefficient of Determination (R2) [20]. The MAPE & RMSE functions are used to determine the accuracy of the 

model performance that has been made. The experiment will be repeated five times in each scenario and then averaged. 

The following is the equation of the MAPE, RMSE, and R2 functions, as in (3) to (5). 

 𝑀𝐴𝑃𝐸 =
1

𝑚
∑

|𝑌𝑖 − 𝑋𝑖|

𝑌𝑖

𝑚

𝑖=1

 (3) 

 𝑅𝑀𝑆𝐸 = √
1

𝑚
∑(𝑋𝑖 − 𝑌𝑖)

2

𝑚

𝑖=1

 (4) 

 𝑅2 = 1 −
∑ (𝑋𝑖 − 𝑌𝑖)

2𝑚
𝑖=1

∑ (�̅� − 𝑌𝑖)
2𝑚

𝑖=1

 (5) 

F. Deployment 

The deployment phase is carried out by reporting the model evaluation results. In this step, an evaluation report is 

carried out, which involves comparing the two normalization methods, namely min-max and z-score, in testing the 

GRU model [21]. The analysis was carried out by comparing the average values of MAPE, RMSE, and R2. The 

normalization method that produces the lowest MAPE and RMSE values and the highest R2 will be considered the 

best normalization method in this study. 

RESULT AND DISCUSSION 

This chapter discusses the next stages, including Data Preparation, Modelling, Evaluation, and Deployment. 

A. Data Preparation 

The data preparation stage is missing value handling. Two attributes were removed because they have NaN values: 

generation hydro pumped storage aggregated and forecast wind offshore day ahead. The purpose of removing these 

attributes is because the missing value causes sampling bias. In addition to attributes with a NaN value, an attribute 

compares the predicted value generated by the model, namely the total load forecast. This attribute is not included in 

the processing because it is a predicted value for the target attribute, namely the total load. These attributes can be 

used to compare the model's predicted value with that used in the industry. Removing these attributes causes the 

number of attributes to decrease from 29 to 26. 

B. Modelling 

Process The attribute selection process is carried out by calculating the correlation of each attribute with the target 

attribute, namely 'actual total load'. The results of calculating the correlation value are sorted in descending order 

(large to small) to do attribute selection. The attribute selection process is adapted to the five predetermined scenarios. 

The next step is to carry out the normalization process using two normalization methods: Min-max and Z-score. 

After the data preprocessing stage, the next stage is creating the GRU model [22]. The model created requires 

parameters that match the characteristics of the data [23]. These parameters are determined using a hyperparameter 

tuning grid search to get the best combination of hyperparameters and ensure that the model provides optimal 

performance. Apart from that, other hyperparameters, such as the activation function, are determined using tanh 

because it is centred at point 0 to achieve faster convergence and a dropout of 0.2 to avoid the risk of overfitting [22]. 

The results of the hyperparameter tuning grid search are shown in Table 2. 

http://dx.doi.org/10.17977/um049v5i1p%25p
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TABLE 2 

 HYPERPARAMETER TUNING 

Parameter Search Space Result 

Batch Size ‘100’, ‘1000’ 100 

Epoch ’50’, ‘100’ 50 

Hidden Layer ‘2’, ‘5’, ‘10’ 2 

Loss Function ‘mse’, ‘mae’, ’huberloss’ MSE 

Neuron ‘32’, ‘64’ 32 

Optimizer ‘adam’, ‘rmsprop’ Rmsprop 

 

Tests using parameters obtained from hyperparameter tuning produce GRU models that can reach convergent 

conditions [24]. The convergence graph of the GRU model with min-max and z-score normalization is shown in 

Figure 4 and Figure 5. 

 

 
Figure 4. Min-max Convergence Graph 

 

 
Figure 5. Z-score Convergence Graph 

C. Evaluation 

The model evaluation methods used are MAPE, RMSE, and R2. The GRU model that has been made is run five 

times and produces five evaluation values for each scenario [25]. These values are averaged to produce each scenario's 

final MAPE, RMSE, and R2 values. The evaluation results are shown in Table 3. 

http://dx.doi.org/10.17977/um049v5i1p%25p
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TABLE 3 

 EXPERIMENT RESULTS 

Normalization Scenario MAPE (%) RMSE R2 

Min-max 

Target Attributes 4.0756 0.0674 0.8852 

Top 3 Attributes 3.9964 0.0645 0.8949 

Top 5 Attributes 3.9344 0.0629 0.8999 

Positive correlation 3.9331 0.0622 0.9022 

All Attributes 3.9808 0.0625 0.9011 

Z-score 

Target Attributes 10.5936 0.7648 0.4148 

Top 3 Attributes 10.6485 0.7655 0.4132 

Top 5 Attributes 10.5000 0.7627 0.4176 

Positive correlation 10.4388 0.7605 0.4209 

All Attributes 10.4332 0.7602 0.4213 

 

The results of the GRU evaluation with z-score normalization are shown in Table 3. As with min-max 

normalization, there is no significant difference in each attribute selection scenario in the MAPE, RMSE, and R2 

values. The scenario that shows the best MAPE, RMSE and R2 values is the scenario with all attributes, where the 

MAPE value obtained is 10.4332%, the RMSE value is 0.7602, and the R2 value is 0.4213. Based on the evaluation 

results of the two normalizations above, attribute reduction scenarios do not significantly influence model 

performance. This shows that carrying out attribute selection scenarios in this data analysis is not recommended. 

D. Deployment 

The Deployment stage is carried out to report the evaluation results between the two normalization methods in 

testing the GRU model [26]. This step begins by selecting the scenario with the lowest MAPE value for each 

normalization method. Using the MAPE value as a benchmark is important because it can show the level of prediction 

error in the form of a percentage that is easier for end users to understand [27]. 

Figure 6 compares MAPE values in scenarios using min-max and z-score normalization. The graph above shows 

that the MAPE value produced by min-max normalization is 3.9331% lower than the MAPE value of 10.4332% 

obtained by z-score normalization. 

 

 
Figure 6. MAPE Comparison Results (%) 

 

Figure 7 shows the comparison of RMSE values between min-max and z-score normalization. It can be seen that 

the scenario with min-max normalization produces a lower RMSE value, namely 0.0622, compared to z-score 

normalization, which has an RMSE value of 0.7602. Figure 8 compares the R2 values between min-max and z-score 

normalization. It can be seen that the scenario with min-max normalization produces a higher R2 value, equal to 

0.9022, compared to the normalized z-score, which has an R2 value of 0.4213. 

http://dx.doi.org/10.17977/um049v5i1p%25p
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Figure 7. RMSE Comparison Results 

 

 
Figure 8. R2 Comparison Results 

 

Based on the results presented in Figure 6 to Figure 8, it can be concluded that min-max normalization produces 

the best performance. Research comparing min-max and z-score normalization has been carried out in previous 

research, which produced an RMSE of 9.99 compared to a z-score of 10.50. However, other studies reveal that models 

using z-score normalization provide higher accuracy than models using min-max normalization. This is due to 

differences in the characteristics of the data. In addition, the causative factor is caused by using the activation function, 

namely tanh, which transmits information in the range of -1 to 1 [28]. In other words, the neuron input produced by 

both types of normalization will be forwarded to the next layer according to that range [29]. 

The best results from each model using the min-max normalization method are these values. The best evaluation 

value was obtained with the LSTM model with a MAPE value of 3.9002%, RMSE 0.0621 and R2. 0.9027. The 

proposed GRU model cannot outperform LSTM in MAPE, RMSE, and R2 values because GRU has weaknesses when 

processing large time series data [30]. In future research, it is necessary to carry out in-depth observations of the GRU 

for energy forecasting data analysis [31]. 

The advice given for energy use is to choose electronic equipment that is economical and performs well [32]. It is best 

to limit device use to a duration that is not too long. When the weather is extreme, consider using alternative energy 

sources to regulate room temperature. 

CONCLUSION 

This study uses the Gated Recurrent Unit (GRU) deep learning method to analyze energy forecasting data. 1. From 

the test using min-max normalization, optimal performance results were obtained with the best MAPE value of 

3.9331%, RMSE of 0.0622, and R2 of 0.9022. This shows that the GRU model successfully analyzes multivariate 

time series data using min-max normalization. 2. The test results show that the normalization of the z-score produces 

a slightly lower evaluation, with the best MAPE of 10.4332%, RMSE of 0.7602, and R2 of 0.4213. Overall, min-max 

normalization performs better than z-score normalization in analyzing multivariate time series data. The strategy that 

can be considered for further research is testing with multi-input and multi-output concepts. Use the latest activation 

http://dx.doi.org/10.17977/um049v5i1p%25p
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functions, such as the swish and mish activation. Use other hyperparameters such as random search, hyperband, and 

optuna. Different neurons are used in each input, hidden, and output layer. 
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