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 Image Processing is image processing with a digital computer to produce new images 

according to the user's wishes. One implementation is to reconstruct the image. Through 

the extraction stages are able to get the characteristics of an image. The algorithm used 

is Adam Optimization, which is an extension of the stochastic gradient reduction that 

has just seen wider adoption for deep learning applications in computer vision and 

natural language processing. In this study using the autoencoder technique, which is one 

variant of artificial neural networks that are generally used to "encode" data. 

Autoencoder is trained to be able to produce the same output as the input. This image 

reconstruction aims to process an image whose quality is not very clear to be clear. This 

if possible can be used to detect someone's face from a distance of photos. In 

reconstructing this image through the encode and decode process by defining Conv2D 

and Maxpool, it is processed into training with epoch 100 times while for the prediction 

process using Keras library. Then the last one gets an accuracy of 0,022. The final result 

is the output of the reconstructed image and calculation graph. 
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I. INTRODUCTION 

In this day and age images or images become important. 
One of them is for documentation, whether it's formal or 
informal documentation. Therefore the clarity of the image is 
needed to ensure that the image is valid. In general, images have 
a resolution that tends to be low, so it has a density that tends to 
be less dense, it can make it difficult for humans to recognize a 
person's face from a long distance photo [1]. So with the 
reconstruction of the image is able to overcome these problems 
[2], [3]. 

In the reconstruction process through several stages, starting 
from the incoming image and then proceed to the encoding 
process [4]. The encoding process means drawing one set of 
passwords to another set of passwords. The encoded image is 
continued to the bottleneck stage, here the image is narrowed 
down in order to refine the image [5]. However, in this process 
requires quite a long time because of the narrowing of the path. 
Data that is still in the form of a password and that has been 
completed through the bottleneck and then proceed with the 
decode process or return to the original image with finer quality 
[6]. At the final stage of this program also produces a Loss 
Calculate or calculation of accuracy on the image . 

II. THE PROPOSED METHOD/ALGORITIHM 

A. Flowchart 

This program consists of two main parts, encoder and 
decoder. Encoder, which is the process of reducing input to data 
with fewer dimensions or what is known as code, while 
decoding functions as the original input code [5]. Our program 
flowchart can be seen in Figure 1. 

B. Optimization of a replacement for stochastic gradient 

descent 

Adam is a replacement optimization algorithm for 

stochastic gradient descent for training models in deep learning 

that combines the best properties of the AdamGrad and 

RMSProp algorithm to provide a more optimal algorithm which 

can handle gradients that spread and have noise. Adam is 

relatively easy to configure where the default configuration 

parameters work well for most problems that occur during 

training . 

 

Fig. 1. Program Flowchart 
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C. Adam paremeter configuration 

• Alpha: also known as learning rate or step size. 
Proportional weights have a value of 0.001. Larger 
values (eg 0.3) result in faster initial learning before the 
tariff is updated. Smaller values (eg 1.0E-5) slow 
learning to training 

• Beta1: decay rate for first moment estimation (e.g. 0.9) 

• Beta2: decay rate for the second moment estimate (e.g. 
0.999). This value must be set close to 1.0 if it has a 
diffused gradient 

• Epsilon: Is a very small number to prevent division by 
zero in implementation (e.g. 10E-8). 

• Some of the default parameters used in TensorFlow and 
Keras recommended by the paper are as follows. 

• TensorFlow: learning_rate=0.001, beta1=0.9, 
beta2=0.999, epsilon=1e-08. 

• Keras: lr=0.001, beta_1=0.9, beta_2=0.999, epsilon=1e-
08, decay=0.0. 

III. METHOD 

The application development model for the preparation of 
In the image reconstruction program the algorithm used is adam 
optimization. The previous part of Adam Automation itself has 
been explained, the stages of the image reconstruction process 
have also been briefly explained before. This section will 
explain the use of optimization algorithms in the image 
reconstruction process [7], [8]. 

A. Data Acquisition 

Image reconstruction basically reshapes objects from 
several projected images. The image reconstruction program 
uses the autoencoder method, autoencoder is a Neural Network 
model that has the same input and output. The autoencoder 
studies the input data and attempts to reconstruct the input data. 
Data was obtained from Accurate Image Super-Resolution 
Using Very Deep Convolutional Networks (Seoul National 
University) research http://cv.snu.ac.kr/research/VDSR. The 
amount of data used in the dataset is 132 JPG images with the 
provisions of training data is 60% and testing data is 40% [9], 
[10]. 

B. First Stage 

The image to be reconstructed is obtained from the dataset 
(the image is inserted in the dataset). After reading the image 
data, the resize becomes smaller. This resizing itself aims to 
reduce the performance of the program, because in later 
processing it uses bottlenecks (path narrowing) which can result 
in a process that takes a long time [11]. 

C. Process Stage 

Resize is complete, enter the next process. The image is 
encoded (turns the image into a password), it aims to enter the 
bottleneck process. Bottleneck the process of narrowing the 
path. After the bottleneck process is complete, the password 
(picture) is then returned to an image (decoded) [12]. 

D. Process of Adam Optimization 

After the decoding process, the data is back to drawing. 
After that enter into the adam optimization algorithm used for 
image Autoencoder. Autoencoder is used to reduce the 

dimensions of features (Dimensionality Reduction). If we have 
data that has a very high dimension (data with a very large 
number of features) it can be that each feature is spread over 
each dimension of the data so that each of the existing data 
looks very different. To overcome these problems we need very 
much data or reduce the dimensions of the data [13]. 

E. Last Stage 

After going through a few steps above. The picture enters 
the final stage, Predicting, the completed autocoder is continued 
to predict or predict the image. At this stage the image will be 
output smoother than the image before entering or passing the 
steps above. In our program, after prediction there is still one 
stage, namely analysis. This stage displays the average 
accuracy and final accuracy of the above program process. 

IV. RESULT AND DISCUSSION 

In Image Reconstruction basically reshapes objects from 
several projected images. The program that we designed is 
image reconstruction using the Autoencoder method, 
Autoencoder is a Neural Network model that has the same input 
and output. The Autoencoder studies the input data and 
attempts to reconstruct the input data. 

A. Process Encode and Decode 

Making encoder and decoder models, as in the source code 
below we have 3 encoder layers and 4 layer decoders. In 
Input_img we have to adjust to the previous image shape. 

We define Conv2D, and MaxPool on the encoder with ReLu 
activation on each of its neurons, and define Conv2D and 
UpSampling2D on the decoder with ReLu activation on each 
neuron. Then we do a compiling with Adam optimizer like in 
Figure 2. 

B. Training and Predicting 

The training process with epoch 100 iterations, and batches 
of 128. In this process takes a long time and a large CPU usage. 
Predicting performs test data predictions using the Model from 
a hard library. For the training process can be seen in Figure 3 
while for predicting can be seen in Figure 4 while the results of 
image reconstruction can be seen in Figure 5. 

C. Analysis 

The analysis produces a comparison graph of loss and epoch 
in training and testing. Besides this, the calculation is also done. 
Calculations performed: 

Mean Loss   : 0.019340856559574605 
Mean Validation Loss : 0.017299360148608684 
Mean Square Error : 0.0022930305 
Mean Absolute Error : 0. .033474296 

 

Fig. 2.  

https://www.tensorflow.org/api_docs/python/tf/train/AdamOptimizer
https://keras.io/optimizers/#adam
http://cv.snu.ac.kr/research/VDSR
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Fig. 3.  

 

Fig. 4.  

 

Fig. 5.  

For more details, the graph can be seen in Figure 6 while the 
calculation results can be seen in Figure 7. According to Figure 
6 it is shown that epochs 0 to 20 have accuracy which tends to 
be inaccurate. this underlies to do epochs more than 20 times 
for better results. By doing epoch 100 times, it can produce a 
very good mean square error value as shown in Figure 7. Good 
image quality can increase users' interest in using media, this 
has been proven in research on the use of augmented reality 
media [1], [14]. 

 

 

Fig. 6.  

 

Fig. 7.  

V. CONCLUSIONS 

In this study it can be concluded that the reconstruction of 
images by image processing using the Autoencoder method is 
able to analyze an image and produce a new image with finer 
quality. By entering the greater image resolution it certainly 
produces more clear images. In the Autoencoder process it is 
expected to produce output in accordance with the input. 
Reconstruction of this image by inputting the image is then 
processed into the encode and decoded later in the training. At 
this stage of the training that is load data, data distribution and 
fitting training, after the training stage is completed then it is 
processed to the predicting stage, the predicting stage, namely 
error checking training, Encorder and decorder models and 
subsequently produce a prediction, After the prediction stage is 
completed then it is processed to the analysis stage, the analysis 
stage is plotting graph, calculation of mean square error, and 
Mean Abosulute Error. After all the stages are finished, the 
output can be seen in the form of a reconstructed image and get 
a calculation graph from Mean square Error and Mean 
Absultance Error. 
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